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savings. Ms. Frase earned her law degree from St. Mary’s
School of Law. In 2013, she earned a Master’s Degree in
Dispute Resolution from Southern Methodist University,
concentrating on Negotiation. Ms. Frase is also a trained
Mediator and an Adjunct Professor at UNT Dallas College
of Law. She is recognized as a Top Woman Lawyer in
Texas and AV Peer Preeminent rated. Any commentary
or opinions do not reflect the opinions of Cantey Hanger
LLP LexisNexis1 Mealey Publications�. Copyright #
2018 by Laura A. Frase. Responses are welcome.]

But Wait – I Remember It Differently: Cognitive
Biases That Mess with Our Memories

‘‘ ‘It’s a poor sort of memory that only works
backwards’ the Queen remarked.’’

- Lewis Carroll1

A critical job of our brain is to remember, learn and
predict.2 Memory is a result of, and shapes our percep-
tion and attention. Over 100 genes have been linked
to memory.3 A memory is not, however, a video or
photograph. Our complex brain shifts and disturbs the
images and sounds we store and call upon. Memory is a
reconstruction of past experiences and data that are
retrieved and reassembled to craft an image. Memory is
fluid, inventive and exceptionally malleable.4 ‘‘[M]emory

is a creative process. . . . Upon recall, [a] core memory
is . . . elaborated upon and reconstructed, with sub-
tractions, additions . . . and distortions.’’5

How and what we recall is disturbed by Cognitive
Biases. ‘‘The brain evades, twists, discounts, misinter-
prets, [and] even makes up evidence – all so that we
can retain that satisfying sense of being in the right.’’6

The Biases discussed in this commentary are some of
those that either enhance or impair what we recall,
creating troubling consequences in decision-making
as our brain plays tricks with our memory.

Hindsight Bias or, ‘‘I Knew-It-All-Along Bias’’ 7

People always say that Hindsight is 20/20 but in fact,
it can be quite myopic. In the Hindsight Bias, when
we know the outcome of an event, we overestimate
our ability to have predicted that same outcome.8 In
Hindsight, we believe the outcome was not only easily
predictable but inevitable9 and we exaggerate what
we would have known in foresight.10 The Hindsight
Bias essentially ‘‘distorts one’s ability to judge the
true probability of a particular outcome.’’11 When an
unexpected event or surprise occurs, ‘‘we immediately
adjust our view of the world to accommodate the sur-
prise.’’12 This ‘‘brain-accommodation’’ occurs because
we need to believe ‘‘that the world is predictable, even
controllable.’’13

In fact, we go even further than believing we could
have predicted the results. Studies have shown that
‘‘people not only claim that they would have known
it all along, but also that they. . .did, in fact, know it all
along.’’14 Outcome knowledge garbles memory.
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The Bias is heightened the more difficult it is to predict
the outcome or when judging in specialized areas of
information.15 We simply forget what our expectations
were once the outcome is known and we re-weigh
probabilities to match the result. Essentially, we work
backwards to justify that the end result was logical and
foreseen.

One of the most prevalent examples of Hindsight Bias
occurred in the aftermath of the September 11, 2001
terrorist attack. Some believed (and still believe) that
leaders failed, or were negligent in appreciating the sig-
nificance of intelligence that hinted of the impending
disaster. With the facts now known, the attack seems
easily predictable. In this Bias, we reconstruct our mem-
ories to make the unforeseen expected.

There is a continuing debate about the mechanisms
that cause Hindsight Bias. Some believe the Bias is a
reflection of our motivation to appear knowledgeable.16

Not only do we need to protect our self-esteem, we also
need our worlds to be tidy and predictable.17 Others
believe knowing the outcome serves as a reference point
or anchor and we compare the possibilities against the
known outcome.18 One is not altering ‘‘past knowing;
rather, one revises his or her recollection toward the
new reference point [anchor] because it looms so
strongly in one’s mind.’’19 Finally the Bias may occur
because we naturally and subconsciously want to inte-
grate the outcome into a coherent story, downplaying
the alternative outcomes.20 Our new narrative matches
the result.

As I am sure you readily appreciate, our practices are
replete with Hindsight Bias. The courtroom is all about
re-predicting the past.21 Juries are asked to determine
whether a party acted reasonably, knowing the outcome
of the party’s actions or inactions. This knowledge can
thus cause a jury to overestimate a party’s ability to
avoid or prevent an accident – holding the party to
an enhanced and unreasonable standard of reasonable-
ness.22 Indeed, attorneys use this Bias to convince the
jury that the injury was not only predictable but inevi-
tably caused by another’s conduct. ‘‘[E]vidence consis-
tent with the reported outcome is elaborated, and
evidence inconsistent with the outcome is minimized
or discounted.’’23 Hindsight Bias can also work in
reverse. For example, if a Defendant commonly
includes a particular warning with its products and an
injury occurs because of the very event warned about,

that warning may take on a higher importance than
it did when first conceived.

Expert witnesses can be vulnerable to Hindsight Bias.
If an expert sees many similar outcomes (such as by
reviewing multiple claimant’s medical records for spe-
cific disease) or renders similar opinions (such as asses-
sing the nature of injuries in medical device litigation),
she may be more likely to predict fault in the accused
parties’ actions, discounting other causal factors that
may be unique in individual cases. Second opinions
are more biased toward the outcome than we would
like to believe.24 When the results of initial studies are
known, second opinions are less likely to be ‘‘indepen-
dent,’’ which can have significant consequences, parti-
cularly if the first opinion is arbitrary or in error.25

Judges are not immune. In one study, when Judges
were told a hypothetical appeal had been affirmed,
81.5% of them indicated that they would have pre-
dicted that result.26 Now some may suggest this
study is flawed because Judges have a sense of what
type of cases will or will not be upheld on appeal.
However, when a different group of the Judges was
given the identical hypothetical case and told that the
appeal had not been affirmed, the results were almost
the same.27 Knowing the result fortified their opinions.
In a more historic example of Hindsight Bias, one
Judge even held a trustee liable for failing to sell stock
before the Great Crash of 1929.28 Clairvoyance, it
seems, was an element of negligence.

The Bias can influence Fourth Amendment claims.
Studies have also shown that, when determining
whether a search was constitutional, probable cause is
found more often when illegal items are actually found
during the search. In one study, two different groups
were asked to consider 50 different search and seizure
fact patterns. The group that was told that evidence was
actually seized decided the searches were not intrusive
by a higher percentage than the group that was not told
whether or not evidence was found.29

One set of scholars argue that the Bias may also be used
proactively to diminish liability. For example, an invest-
ment manager may disclose contingent information
that has minimal disclosure merit, with the thought
that the contingency is unlikely to happen. Knowing
the minimal merit of the information disclosed, inves-
tors may then, with reason, fail to heed the warning.
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When the bad outcome happens, those same investors
may now look foolish or negligent in their dismissals of
the warnings.30 ‘‘In effect, the hindsight bias becomes
an ‘I-told-you-so’ bias.’’31

Our clients are just as vulnerable. Research has sug-
gested that it is virtually impossible to determine
whether a particular memory is true or false - a signifi-
cant finding in the context of litigation.32 We can be
misguided by our client’s version of ‘‘objective facts’’
because our clients are explaining their story in hind-
sight, using what are to them ‘‘real’’ memories. Later,
when the facts challenge those memories, our client’s
credibility may then be at issue.

As attorneys, we too can be directly impacted by Hind-
sight Bias. For example, we may discount whether a
surprise or unforeseen factor changes the outcome we
predict in a case. ‘‘If we consider ourselves more knowl-
edgeable than we really were, we could easily overesti-
mate our abilities in similar situations in the future. . .
[or we may be lulled] into a false sense of security.’’33

When Hindsight is combined with the other Biases
discussed in earlier commentaries, such as Confirma-
tion Bias and Anchoring, error can compound upon
error.

The legal system imposes some controls that blunt the
impact of the Hindsight Bias. Federal Rule of Evidence
Rule 407, for example, excludes subsequent remedial
measures evidence under some circumstances.34 Bifur-
cating liability from punitive damage findings in trial is
another way to combat the Bias. In patent litigation, an
invention has to be ‘‘nonobvious’’ to warrant a patent35

and non-obviousness requires satisfaction of very spe-
cific elements to exclude Hindsight.36 In medical mal-
practice matters, the fact finders may ‘‘simplify,
trivialize, and retrospectively criticize the decisions of
the treating doctor without appreciating the contem-
poraneous difficulty of the decisions involved.’’37 Con-
sequently, juries are not generally asked what
reasonable people would do, but whether the behavior
was consistent with customary standards of the medical
community at the time of the injury.38

Outcome Bias is often confused with Hindsight Bias.
In this ‘‘Monday-Morning-Quarterbacking’’ Bias, we
erroneously judge the merits of a decision based upon
its outcome rather than assessing the factors that led to
the decision. In other words, a bad outcome must mean

a bad decision-making process, right? For example, in
one study, a group of anesthesiologists was asked to
evaluate medical cases in which the poor outcome
was either temporary or permanent. The doctors
‘‘rated the appropriateness of care lower when the
outcome was permanent than when it was tempor-
ary.’’39 Permanent outcomes more often meant inap-
propriate care.

The difference between Hindsight Bias and Outcome
Bias is subtle - the former rates the probability that a
particular outcome would have occurred while the lat-
ter rates the decision-making process itself.40 Outcome
Bias can have a worrying impact as it ‘‘leads observers to
assess the quality of a decision not by whether the
process was sound but by whether its outcome was
good or bad.’’41 We see this play out in many cases in
which decision-makers are held liable for the poor
results. Think about investment managers, corporate
officers or product developers who are blamed for
undesirable results. In personal injury cases, a jury
may more likely believe that the injury was automati-
cally caused by poor decision-making than is war-
ranted.42 Surprise is not considered. Uncontrolled or
uncontrollable factors are not relevant. Poor results are
solely caused by bad decisions.

Outcome Bias, for example, also has potential to impact
criminal law cases involving ineffective assistance of
counsel. Former clients may believe that a bad outcome
means poor lawyering decision-making. Consequently,
one court specifically held ‘‘[t]he reviewing court must
look to the totality of the representation, and its deci-
sion must be based on the facts of the particular case,
viewed at the time of counsel’s conduct so as to elim-
inate [outcome or] hindsight bias.’’43

Imbued in PSLRA (the Private Securities Litigation
Reform Act of 1995) actions is one effort to overcome
Outcome Bias. In Fraud by Hindsight (FBH), a Plain-
tiff cannot argue that a mistake or unintentional delay
in conveying information is sufficient evidence of
fraud.44 FBH manifests in the pleading requirements
of scienter45 to help distinguish mistake or misplaced
optimism from fraud. In these matters, Hindsight ‘‘can
mistakenly lead people to conclude that a bad outcome
was not only predictable but was actually predicted by
managers . . . [and that they] committed securities
fraud.’’46 Standing alone, alleging ‘‘that defendants
knew earlier what later turned out badly’’47 does not

3

MEALEY’S
1

Fracking Report Vol. 5, #2 February 2018



satisfy the pleading requirements of a strong inference
of scienter.48 There is no fraud by Hindsight.49

A relative of Hindsight Bias is Visual Hindsight Bias
or, the ‘‘I-Saw-it-All-Along’’ Effect.50 One group of
scholars demonstrated this Bias using x-rays. Radiolo-
gists were asked to review chest x-rays of 4,618 men
who had a high risk of lung cancer. The study group
had x-rays taken every four months and each x-ray was
read by two or three radiologists. During this six-year
study, 92 tumors were diagnosed in the study group.
When the earlier ‘‘normal’’ x-rays of these 92 subjects
were reviewed, 75 tumors (or 82%) were then ‘‘found’’
retrospectively. Knowing that subsequent x-rays
showed definite signs of tumors caused the radiologists
to now visually detect the tumors in earlier ones.51

In another experiment, participants were asked to look
at 30 blurred pictures of several celebrities, beginning
with the most degraded and progressing to clearer pic-
tures. The image that each participant relied upon to
correctly recognize the celebrity was logged. These same
participants, now knowing the identity of the celebrity,
were then asked to identify which of the 30 degraded
pictures in the series had finally helped them identify
the celebrity. Results showed that 88% of the partici-
pants ‘‘systematically overestimated the degree of blur’’
of the picture they chose. Knowing the name and like-
ness of the celebrity caused them to pick a different and
blurrier picture as the one that allowed them to identify
the celebrity.52

Consider the impact of Visual Hindsight Bias in cases
involving eye witnesses. Graphic videos may mistakenly
enhance witnesses’ memories. Looking at pictures of
products lines from certain manufacturers may cause
Plaintiffs to truly believe they handled that actual man-
ufacturer’s material rather than some similar product
made by another. Visual memories are literally
‘‘cleaned-up’’ by the outcome-based knowledge. What
we see in Visual Hindsight Bias is augmented by know-
ing what we are supposed to see.53

As attorneys, we must be cognizant of how these Hind-
sight Biases affect our strategies and our predictions.
‘‘[F]eeling wiser after the outcome is known [can] also
lead us to a too optimistic evaluation of our prior
knowledge state.’’54 We must also resist the temptation
to make predictions too early in the process.55 Too little
foresight knowledge increases the impact of the

Hindsight Bias.56 Research is key. And we should
not underestimate the potential for surprise. As prog-
nosticators, we must incorporate the potential for the
unforeseen in our strategic plans. Then we can be alert
and flexible if the unforeseen alters our clients’ goals.

Availability Bias or ‘‘What I Remember Hap-
pens Frequently’’
As mentioned earlier, memory is tricky. When we won-
der how often something occurs, we sometimes use
an example that we easily remember to judge fre-
quency.57 In doing so, we fall prey to the Availability
Bias. A term coined in 1973 by Daniel Kahneman and
Amos Tversky, this memory bias causes errors when we
‘‘estimate frequency or probability by the ease with
which instances or associations could be brought to
mind.’’58 For example, if we hear of a crime taking
place in our neighborhood, we may then overestimate
the risk that additional crimes will take place.59 Since
we can recall one instance, we then assume there are lots
of other similar instances.

Another simple example of Availability Bias is the
notion that it rains more in Seattle, Washington then
in Georgia. Most have heard of constant rain in Seattle
so they erroneously assume greater frequency.60 They
are wrong - Atlanta, Georgia has a yearly rainfall average
of 49.74 inches while Seattle’s yearly average is 34.1
inches.61 Another study found that airline passenger
traffic in Spain temporarily decreased by 20% following
a major airplane crash in the region.62 The use of other
modes of transport available in the area similarly
increased.63 The terrible and easily available memory
caused the travelers to alter their habits.

Our memories can also be self-serving. In one well-
known study illustrating Availability Bias, married cou-
ples were asked to estimate the percentage of their own
contribution to various tasks, including housework and
causing arguments. Each spouse ‘‘tended to think that
he or she was more responsible than the other spouse
thought.’’64 This effect occurred no matter whether the
spouses were asked about positive tasks or negative
tasks. Since each could more easily recall their own
contribution to certain tasks, they judged those contri-
butions as occurring more frequently than those of their
spouses.

Multiple factors drive how this Bias impacts judgment
of frequency. For example, personal experiences of the
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event are more easily remembered and thus used to
judge frequency.65 Likely occurrences are more readily
envisioned than unlikely ones.66 If the event is particu-
larly vivid, tragic or highly imaginable, the belief
that the event occurs frequently increases.67 The Avail-
ability Bias also strengthens when we lack relevant
information of frequency.68 If we are not motivated
to dive into the actual facts, or we are under time
pressure, we may rely more on the examples we easily
recall than on hard data.69

In our practices, Availability Bias may, for example,
impact labor/employment relations cases, as our clients
may overestimate their contributions to the success of
the company, and thus damages if they are subse-
quently fired. Clients may also have an exaggerated
view of the value of their cases because they recall a
high jury award. In divorce proceedings, clients may
demand a greater share of the property because of
well-remembered hurts or underestimate their own
contribution to a marriage’s failure. Or clients may
overestimate the likelihood they will suffer from signif-
icant health issues caused by a pharmaceutical drug
because of the number of class-action commercials
they see on cable TV.

As memories of corporate scandals fade, the Availability
Bias may also cause our clients to underestimate the
possibility of being defrauded.70 In ‘‘disaster myopia,’’71

memories of corporate fraud dwindle over time and cli-
ents believe such events are therefore less likely to hap-
pen. They may thus become less vigilant or determine
certain controls or restraints are no longer necessary.

We too may be directly impacted by the Availability
Bias. Some of us specialize in certain types of negotia-
tions where we may see little variety in the fact patterns
or terms. When practicing using available memories of
the earlier and similar negotiation, it is easy to see that
we may then acquire a form of tunnel vision, unable to
visualize alternative terms or facts.72 Creative bargain-
ing may thus be limited.

Finally, the Availability Bias may generate a ‘‘false con-
sensus effect’’ in which we think others agree with us
more often than they do.73 If we recall that one com-
mentator holds the same opinion as ours, we may
believe we hold the majority opinion, dismissing the
thoughts and perspective of others as inconsequential.
Conflict easily escalates under this Bias.

The Availability Bias also can be triggered by influential
others. For example, exhaustive media coverage of a
tragic, yet infrequent, event exacerbates the Availability
Bias. Kahneman and Tversky called this sensation
Availability Cascade - ‘‘a self-sustaining chain of
events, which may start from media reports of a rela-
tively minor event and lead up to public panic and
large-scale government action.’’74 Eventually, the Avail-
ability Cascade may have such impact that it resets
government priorities and the reallocation of public
funds.75 The more emotional the story, the more dra-
matic the response.

Recall the national reaction to eight people diagnosed
with Ebola in the U.S., (three of whom were located in
Dallas, Texas) during the fall of 2014. At that time,
two-thirds of the U.S. population polled feared an epi-
demic.76 At Texas Health Presbyterian Hospital in
Dallas, where two nurses contracted the disease, people
were still cancelling outpatient hospital procedures
weeks after the nurses were moved to other facilities
out of state.77 Others cancelled routine doctor visits
because the physicians’ offices were located in buildings
that were near, but not connected to, the hospital.78

One two-year college about 60 miles from Dallas sent
out last minute rejection letters to applicants from
Nigeria, at just about the time the World Health Orga-
nization declared the country Ebola-free. One school
principal in a northern state was put on 21 day leave
because he had recently visited Zambia (also an Ebola-
free country).79

In Dallas, I personally saw ordinary people wearing
surgical masks in grocery stores and heard stories that
those dressed in doctor’s scrubs in public got shunned
and avoided, even though Ebola is not an airborne
disease. The media constantly reported the crisis, feed-
ing into the population’s anxiety. Scientists attempting
to dampen fears were labeled participants in a cover-
up.80 Immediate political action was demanded. The
Centers for Disease Control eventually received approxi-
mately $155 million to support state and local Ebola
preparedness and response activities.81 Significant gov-
ernmental resources and funds were reallocated because
eight out of 320+ million U.S. residents suffered from
this terrible disease.

The Availability Bias operates virtually every time
we attempt to use memory to assess frequency. We
fail to consciously recognize the gap between ‘‘what is
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memorable and what is typical.’’82 We mistakenly con-
fuse the most available information with the most rele-
vant information.83 Although basing predictions of
outcomes on memorable evidence may be time-saving,
ascertaining the frequency or probability of outcomes
using only the memorable can be problematic – or
worse, result in systemic error. ‘‘Ubiquity, alas, does
not guarantee its infallibility.’’84 If we rely on our mem-
ories to judge frequency or probability in calculating
risk or predicting success, we do so at our peril.

Battling with Focus and Foresight
The Hindsight Bias is almost impossible to avoid.
‘‘Learning the outcome has such profound and subtle
effects on people’s beliefs that re-creating a past predic-
tion is like trying to cross the same river twice. . .
[U]pon learning the outcome, the brain had developed
a new set of beliefs and can never really return to its
previous state.’’85 Awareness does not diminish the
effect.86 Being told to be careful when engaging in
Hindsight does not help.87 The decision-maker is likely
unaware that knowing the outcome influenced them.88

Correction is not feasible because our beliefs of prob-
ability of outcomes have literally changed.89 So now
what?

� When faced with outcome knowledge, distrust
your initial intuition on predictability. Look for
objective standards or evidence (such as regulatory
conformity) to assess whether a particular out-
come was likely. Force yourself to argue against
inevitability.90

� Employ ‘‘Consider the Opposite.’’ Like the ‘‘Con-
sider the Other’’ technique discussed in the
commentary on Anchoring, concentrate on alterna-
tive interpretations of facts or strategies. Take the
known outcome and consider what other probabil-
ities could have occurred, particularly those out-
comes that are at direct odds with your current
perception.91 Outline the facts that support each
possible outcome imagined.92 Determine whether
you would weigh the possibilities the same if the
outcome was the exact opposite of what actually
happened. Actually ‘‘list or generate the reasons
why other outcomes might have been expected.’’93

Forcing yourself to ‘‘consider plausible alternative
scenarios in which the same facts result in different
outcomes. . . ‘break[s] down the causal links
between outcome knowledge and antecedent

behavior’.’’94 This technique also lessens the impact
of several other cognitive biases and improves
decision-making.95

� Taking a cue from one commentator, try ‘‘claim
sanitizing.’’96 For example, in jurisdictions that pro-
tect consulting expert opinions, ask the consultant to
review a case and provide only the facts that lead up
to the outcome, but not the actual outcome itself.
Ask the expert to consider possible outcomes and
perhaps even rate the likelihood of the various out-
comes. Have her assess whether there is negligence
or a violation of standards of care. See if your out-
come is predicted. You may then decide whether or
not that report should be provided to your testifying
expert.

� If you are working to predict an outcome, docu-
ment the various probabilities you are assessing,
thus diminishing the potential for Outcome Bias.
Keep notes on your decision-making process and
keep the client fully engaged. Prepare them for
surprises.

� Availability Bias is more easily challenged. As with
other biases discussed in this series, rely on objective
criteria rather than instinct. Pause before you decide.
Consider what patterns are missing, what gaps exist
or, what mundane information is needed to properly
assess frequency or probability.

� As with the other Biases discussed in this series,
check your overconfidence and ego at the door.
These Biases affect us because we like to appear
knowledgeable. Set yourself aside and engage in ‘‘a
little defensive humility.’’97

Conclusion
Memory is subjective, powerful and incomplete. It
is not stagnant. It evolves and is reconstructed each
time it is used. 98 ‘‘[M]emory provides our lives with
continuity. It gives us a coherent picture of the past
that puts current experiences in perspective. The
picture may not be rational or accurate, but it
persists.’’99

Memory is vulnerable to our interpretations and life
experiences. We have an especially remarkable talent
for finding order and meaning in random events.100

Distortion can be caused by many external sources,
including various cognitive biases discussed in this ser-
ies.101 ‘‘Memory is often taken for granted and really
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only reflected upon when it fails us.’’102 And given that
the salient memory is more available to us, we must be
cautious and not rely upon the memorable to predict
the probable.

It is important to incorporate what we learn from the
past so that we better manage the future.103 ‘‘Automa-
tically updating beliefs in light of new information is a
valuable cognitive skill.’’104 Yet in our practices, Hind-
sight hinders, particularly when a party attempts to
explain that its actions did not cause the already
known event and harm. We judge others’ conduct
based upon consequences.105 ‘‘Thus, the very outcome
knowledge which gives us the feeling that we under-
stand what the past was all about may prevent us
from learning anything about it.’’106 Given that mem-
ories of alternative probable outcomes are diminished
or even erased, dredging up those memories is challen-
ging. And if we rely on what is most memorable to
predict frequency or probability, we can hamper our
decision-making process. We must be cautious with
remembrance.

‘‘Memory says: ‘Want to do right? Don’t
count on me.’ ’’

- Adrienne Rich107
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